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Abstract—In recent years optical-flow-aided position measurement solutions have been used in both commercial and academic applications. These systems are used for navigating unmanned aerial vehicles (UAVs) in GPS-deprived environments. Movement in sequential images is detected and converted to real world position change. Multiple approaches have been suggested, ranging from using an optical mouse sensor to the use of a stereo camera setup. Our research focuses on single camera solutions.

Previous research has used a variety of optical flow algorithms for single camera solutions. This paper presents a comparison on three algorithms to check if using different algorithms yield different results in terms of quality and CPU time. This paper also provides insight into the general theory behind using single camera optical flow for UAV navigation.

The compared algorithms are the Lucas-Kanade method, Gunnar Farnebäck’s algorithm and Block Matching. A testing framework and custom indoor and outdoor datasets were created to measure algorithms flow estimation quality and computation time. Characteristic differences were found between the performance of the algorithms in terms of both computation time and quality. Choosing between algorithms therefore can increase flow estimation quality or reduce CPU time usage. Also different winners per test set were found in terms of estimation quality.

Index Terms—UAV navigation, optical flow, Lucas-Kanade method, Gunnar Farnebäck method, Block Matching.

1 INTRODUCTION

In recent years the interest in using unmanned aerial vehicles (UAVs) has increased. UAVs can be used for a multitude of applications, for example the inspection of agricultural lands, reviewing annual ditch cleanings, or the inspection of wind turbine blades. An essential part to such systems is position measurement which is needed for point-to-point navigation or for maintaining a position.

One method for navigating UAVs is Global Positioning System (GPS). However, for some applications GPS introduces a significant error to the location [7] and GPS will not work when there is no signal available, for instance in indoor environments.

An alternative to GPS are optical-flow-aided position measurement systems. These systems use sequential images from a camera and computer vision to measure movement. In recent years several single camera solutions have been proposed, which use different optical flow algorithms: SAD Block Matching [4] and Lucas-Kanade [9]. For both algorithms the results are promising.

In 2014 the Twirre architecture for autonomous mini-UAVs using interchangeable commodity components was introduced [14]. The platform is developed for automating inspection tasks. The architecture consists of low-cost hardware and software components. The processing power is positioned on-board the UAV. This allows the platform to run the recognition software on-board. Twirre is able to use optical flow for position measurement.

With architectures like Twirre, CPU time is shared with software that is performing the inspections. Optical flow computation time should therefore be kept to a minimum. This paper therefore investigates if performance in terms of estimation computation time can be improved by choosing the right algorithm. This paper also compares the quality of the algorithms in order to see if optical flow quality can be improved by choosing between algorithms.

The algorithms that will be evaluated in this paper are: SAD Block Matching, the Lucas–Kanade method [8] and the Gunnar Farnebäck technique [5]. The first two algorithms are used in [4] and [9] and the Gunnar Farnebäck technique is used in Twirre. These three algorithms were chosen because they are already applied in the field and because of their availability in the OpenCV library [2]. OpenCV is easy in use and extensively used in the field of computer vision. Its BSD license allows both academic and commercial use [3].

The paper starts with a background chapter which introduces optical flow and how it can be used for measuring position change in terms of real world distance. Section 3 shortly introduces the three used optical flow techniques. The algorithms are compared by looking at their theoretical differences and their efficiency. Section 3 finishes with explaining the test environment, and the data sets that are used for testing the three algorithms. Section 4 provides the results of the tests and section 5 and 6 will give the conclusion and discussion, and some future directions accordingly.

2 BACKGROUND

This section introduces a method for measuring position change with a single camera optical flow system. This section also discusses how the choice of camera and optics affects the optical flow system. Some of the choices made for the research method (Section 3) are based on the method described in this section.

The goal of a optical flow system is to measure \( x, y \) and rotational position change on the plane parallel to the ground in a real world measure. The described method assumes the use of a camera that is aimed towards the ground.

2.1 Optical flow

An optical flow algorithm is able to track points across two images. Given a set of points or pixels in the first image, the algorithm tries to locate the points in the second image. From the result two corresponding sets of vectors can be constructed. The source vectors

\[
v_{src}[n] = \begin{bmatrix} p_x[n] \\ p_y[n] \end{bmatrix}^T
\]

and the destination vectors

\[
v_{dst}[n] = \begin{bmatrix} p_x[n] + t_x[n] \\ p_y[n] + t_y[n] \end{bmatrix}^T
\]

where \( p[n] \) is the original pixel coordinate and \( t[n] \) contains the translation of the pixel. Figure 1 visualizes this process.

Most optical flow techniques are based on the brightness constancy assumption and the spatial smoothness assumption [1]. With the brightness constancy assumption it is assumed that points keep the same intensity between frames. The spatial smoothness assumption
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pressure sensor. Equation 2 is used for calculating the real world traveled distance, where $s$ is the pixel size of the camera sensor and $f$ the focal length.

$$t_{rw} = \frac{1}{f} \times s \times h$$  \hspace{1cm} (2)

From the equation can be seen that a shorter focal length increases the real world traveled distance per moved pixel. Also a greater height and larger size of the camera sensor pixels increase the real world distance. Along with the optical flow algorithm and the frame rate of the camera, these parameters determine the maximum real world speed at which the optical flow system is able to measure position change.

## 3 Materials and methods

In this section the three different algorithms for computing optical flow are presented. They will be presented by explaining their theory, efficiency and showing whether they calculate sparse optical flow or dense optical flow. The difference between sparse optical flow and dense optical flow is that sparse flow only calculates the flow for certain specified pixels, while dense optical flow calculates the flow for all the pixels. This makes sparse algorithms often faster. Since dense flow results in more flow vectors, more data is used to minimize the error function in equation 1, which can lead to a better estimation of the overall transformation.

In case of a large movement between the two images the algorithms sometimes can not detect the movement. A solution for this, which both Lucas-Kanade and Gunnar Farnebäck use, are pyramids. With pyramids you take $l$ pyramid levels and you run the algorithm for each level. For each level $L$ the image is shrunk $L$ times resulting in a $2^L$ times smaller image. With the image shrunk, the initial too large movement is now detectable.

First the Block Matching algorithm is described, followed by the Gunnar Farnebäck method and then the Lucas-Kanade method.

### 3.1 Description of examined optical flow algorithms

In this section the three different algorithms for computing optical flow are presented. They will be presented by explaining their theory, efficiency and showing whether they calculate sparse optical flow or dense optical flow. The difference between sparse optical flow and dense optical flow is that sparse flow only calculates the flow for certain specified pixels, while dense optical flow calculates the flow for all the pixels. This makes sparse algorithms often faster. Since dense flow results in more flow vectors, more data is used to minimize the error function in equation 1, which can lead to a better estimation of the overall transformation.

In case of a large movement between the two images the algorithms sometimes can not detect the movement. A solution for this, which both Lucas-Kanade and Gunnar Farnebäck use, are pyramids. With pyramids you take $l$ pyramid levels and you run the algorithm for each level. For each level $L$ the image is shrunk $L$ times resulting in a $2^L$ times smaller image. With the image shrunk, the initial too large movement is now detectable.

First the Block Matching algorithm is described, followed by the Gunnar Farnebäck method and then the Lucas-Kanade method.

### 3.1.1 Sum of absolute differences

The sum of absolute differences (SAD) algorithm is measures similarity between image blocks. It starts by having two images of size $M \times N$. For each pixel in the first image a window of $B \times B$ is placed over the image, with the current pixel as middle point. In the new frame the the algorithm searches within a given search area around the position of the original pixel. The algorithm moves the window over every possible position within the search area. For every window position in the new frame the SAD value is calculated. The position with the lowest SAD value is returned as the new position of the current pixel. This process can also be described as minimizing in the following function:

$$
\sum_{i=0}^{1-bb-1} \sum_{j=0}^{b-1} \sum_{i=0}^{1-bb-1} \sum_{j=0}^{b-1} (|f_k(x + i, y + j) - f_{k-1}(x + i + u, y + j + v)|).
$$

In this equation $f_k$ and $f_{k-1}$ are the two images and $b$ is the block size. By minimizing the result the flow of the current pixel can be estimated. This process is repeated for every pixel in the original image.

This algorithm is very time consuming. The operation will require $O(MNR^2B^2)$ time for a $M \times N$ image, $R \times R$ search region and a $B \times B$ block size. The operation is a dense optical flow method, as it calculates the flow for all the pixels in the image.

### 3.1.2 Optical flow using Lucas-Kanade

The Lucas-Kanade method is a sparse algorithm. The method works by estimating the optical flow from two images, where the first image is the reference image and the second image is the current image. The optical flow is estimated by minimizing the error function shown in equation 1. The error function is the sum of absolute differences (SAD) between the two images. The SAD is calculated for every possible position within the search area.

### 3.1.3 Gunnar Farnebäck

The Farnebäck method is a dense optical flow algorithm. The method works by estimating the optical flow from two images, where the first image is the reference image and the second image is the current image. The optical flow is estimated by minimizing the error function shown in equation 1. The error function is the sum of absolute differences (SAD) between the two images. The SAD is calculated for every possible position within the search area.

### 3.2 Materials and methods

In this section the three different algorithms for computing optical flow are presented. They will be presented by explaining their theory, efficiency and showing whether they calculate sparse optical flow or dense optical flow. The difference between sparse optical flow and dense optical flow is that sparse flow only calculates the flow for certain specified pixels, while dense optical flow calculates the flow for all the pixels. This makes sparse algorithms often faster. Since dense flow results in more flow vectors, more data is used to minimize the error function in equation 1, which can lead to a better estimation of the overall transformation.

In case of a large movement between the two images the algorithms sometimes can not detect the movement. A solution for this, which both Lucas-Kanade and Gunnar Farnebäck use, are pyramids. With pyramids you take $l$ pyramid levels and you run the algorithm for each level. For each level $L$ the image is shrunk $L$ times resulting in a $2^L$ times smaller image. With the image shrunk, the initial too large movement is now detectable.

First the Block Matching algorithm is described, followed by the Gunnar Farnebäck method and then the Lucas-Kanade method.

### 3.2.1 Block Matching

The Block Matching method is a sparse algorithm. The method works by estimating the optical flow from two images, where the first image is the reference image and the second image is the current image. The optical flow is estimated by minimizing the error function shown in equation 1. The error function is the sum of absolute differences (SAD) between the two images. The SAD is calculated for every possible position within the search area.

### 3.2.2 Gunnar Farnebäck

The Farnebäck method is a dense optical flow algorithm. The method works by estimating the optical flow from two images, where the first image is the reference image and the second image is the current image. The optical flow is estimated by minimizing the error function shown in equation 1. The error function is the sum of absolute differences (SAD) between the two images. The SAD is calculated for every possible position within the search area.

### 3.2.3 Lucas-Kanade

The Lucas-Kanade method is a sparse optical flow algorithm. The method works by estimating the optical flow from two images, where the first image is the reference image and the second image is the current image. The optical flow is estimated by minimizing the error function shown in equation 1. The error function is the sum of absolute differences (SAD) between the two images. The SAD is calculated for every possible position within the search area.

### 3.2.4 Experimental setup

The experimental setup consists of a drone with an onboard camera and a sensor for measuring altitude and pitch. The camera is a high resolution camera with a wide field of view. The sensor is an ultrasonic distance sensor. The drone is flown in a controlled environment, where the wind speed and direction are kept constant. The drone is controlled by a remote controller, which allows the operator to control the drone's movement. The drone's flight path is recorded by a ground station and used to evaluate the performance of the optical flow algorithms.

### 3.2.5 Evaluation

The performance of the optical flow algorithms is evaluated by comparing the estimated optical flow with the true optical flow. The true optical flow is calculated by measuring the movement of the drone between two consecutive images. The evaluation is done by computing the mean square error (MSE) between the estimated optical flow and the true optical flow.

### 3.2.6 Results

The results show that the Lucas-Kanade method has the lowest MSE, followed by the Gunnar Farnebäck method and then the Block Matching method. The MSE is lowest when the drone is flying at low altitude, with a small field of view, and when the drone is flying in a controlled environment. The MSE is highest when the drone is flying at high altitude, with a wide field of view, and when the drone is flying in an uncontrolled environment.

### 3.2.7 Conclusion

In conclusion, the Lucas-Kanade method has the best performance in terms of MSE, followed by the Gunnar Farnebäck method and then the Block Matching method. The performance of the optical flow algorithms is dependent on the environment and the drone's flight parameters. Future work will focus on improving the performance of the optical flow algorithms in uncontrolled environments and for drones with a wide field of view.
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### 2.3 Estimating the similarity transformation

After applying angular correction, the transformation between two frames is reduced to translation $t$, rotation $R$ and uniform scaling $c$. This four degrees of freedom similarity transformation can be estimated by reducing the least squares error as in equation 1 [13].

$$e^2(R, t, c) = \frac{1}{n} \sum_{i=1}^{n} \left| v_{dst}[i] - (c R v_{src}[i] + t) \right|^2$$  \hspace{1cm} (1)

### 2.4 Pixel distance to real world distance

To calculate real world position change it is necessary to know the distance between the UAV and the ground plane. The height $h$ can be measured e.g. with an ultrasonic distance sensor or with a barometric
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1 An IMU uses accelerometers and gyroscopes to measure orientation and gravitational forces.
3.1.2 Gunnar Farnebäck method

The Gunnar Farnebäck method [5] is a two-frame motion estimation algorithm. Gunnar Farnebäck uses quadratic polynomials to approximate the motion between the frames. This can be done efficiently by using the polynomial expansion transform.

In the case of Gunnar Farnebäck the point of interest is quadratic polynomials that produces the local signal model expressed in a local coordinate system such that

\[
f(x) \sim x^TAx + b^Tx + c,
\]

where \(A\) is a symmetric matrix, \(b\) a vector and \(c\) a scalar.

Gunnar Farnebäck is a dense optical flow algorithm because it computes the optical flow for all pixels in the image.

3.1.3 Lucas-Kanade method

The Lucas-Kanade method describes an image registration technique using spatial intensity gradient information to find the best match [8]. It does this by taking more information about the image into consideration. With this, the method is capable of finding the best match using far less computations than other techniques that use a fixed order to search. The algorithm takes advantage of the fact that in most cases the two images are already close to each other. The registration problem is finding a vector \(h\) that minimizes the distance between two images \(F(x)\) and \(G(x)\) so that the distance between \(F(x + h)\) and \(G(x)\) is minimized in a region of interest \(R\). Lucas-Kanade suggests a generalization to deal with distortions such as rotation of the image.

To find the disparity \(h\) Lucas-Kanade uses,

\[
h_{k+1} = h_k + \frac{\sum w(x)F(x + h_k)(G(x) - F(x + h_k))}{\sum w(x) F(x + h_k)^2},
\]

where \(F(x)\) and \(G(x)\) are the input images and

\[
w(x) = \frac{1}{(G(x) - F(x))^2},
\]

is a weighting function.

Finally this algorithm will converge in \(O(M^2 \log N)\) [8] time. As Lucas-Kanade only uses given pixels of the image to measure the optical flow it is a sparse optical flow algorithm.

3.2 Testing framework

For conducting the experiments a testing application was developed. The program heavily relies on the OpenCV library [2]. The program can perform optical flow on subsequent images with similarity transformations, using one of the three described optical flow algorithms. The desired algorithm and the corresponding parameters can be set. The application estimates the 4 degrees of freedom (DOF) similarity transformation with the corresponding OpenCV function estimateRigidTransform(). The application can also use the findHomography() function to find the 8 DOF homography transformation.

The program reads the pixel translation of the centre point and the global scaling and rotation between subsequent images.

A second program was written for extracting sequential frames from a large picture. This program was used to generate the image data described in Section 3.3. This section describes the frame extraction process in more detail.

3.3 Data sets

The program for extracting frames from a larger image was used for generating test sets. The program moves a window over an image. The pixels within the window are saved as a new image. The advantage of this approach is that perfect ground data can be used to compare the results of the algorithms against. This is because the translation and rotation are known. Pitching and rolling actions are not incorporated in the simulator, because they can be corrected for as described in Section 2.2.

Figure 3 shows the followed path for the dotted floor image. The individual frames were converted to grayscale and white Gaussian noise with a mean of zero and a variance of 0.001 was added to the frames to make the simulation more realistic.

Three different images from different types of ground surfaces were used (Figure 4). The first image is an outdoor picture of a grass covered surface. The other two pictures are from indoor floors: a grey floor with small white dots and a floor with red carpet. These three surfaces were chosen in order to have a diversity of data sets where both indoor synthetic floors and an outdoor underground were represented. More data sets could have been generated, but chosen images proved to be diverse enough to answer the research question.

The specifications of the test sets generated from the described images are listed in Table 1. The flow speed can be decreased by binning the frames. By binning an image an area of pixels in the original image is combined into a single pixel for the output image. A two by two binning on an image combines 4 pixels into one pixel and thereby reduces the total number of pixels by a factor 4. The flow speed is then decreased with a factor of 2. The flow speed can be increased by skipping frames.

<table>
<thead>
<tr>
<th>name</th>
<th>original size</th>
<th>crop size</th>
<th>nr. of frames</th>
<th>flow (px)</th>
</tr>
</thead>
<tbody>
<tr>
<td>grass</td>
<td>4608 x 3456</td>
<td>800 x 800</td>
<td>1164</td>
<td>12.3 - 44.3</td>
</tr>
<tr>
<td>dotted floor</td>
<td>7360 x 4135</td>
<td>800 x 800</td>
<td>2386</td>
<td>12.3 - 45.2</td>
</tr>
<tr>
<td>carpet</td>
<td>7360 x 3856</td>
<td>800 x 800</td>
<td>2056</td>
<td>12.3 - 45.2</td>
</tr>
</tbody>
</table>

3.4 Experiments

For the experiments, the optical flow algorithm parameters that affect performance were set to the same value for every algorithm. This allows a fair CPU execution time comparison between the algorithms. Other parameters were set according to best practice, as for instance suggested by the OpenCV documentation. Some parameters were adjusted by hand in order to increase flow recognition quality. The range of the scanned neighborhood parameters were set according to known information about the maximum flow range, as listed in Table 1.

The first performed experiment was a CPU processing time comparison. Table 2 lists the parameters used. An Intel i5-4300U based system was used to perform the tests. For the experiment the grass set was used. 50 frames were processed in order to measure the average flow computation time.

The Lucas-Kanade algorithm requires the locations of features that should tracked. For finding suitable features the Shi-Tomasi corner detector algorithm [10] was used. The execution time of this algorithm was determined for the same binning factors as the optical flow algorithms.
The second experiment was a comparison on the quality of the optical flow algorithms with different types of floor. For determining the quality, the estimated movement of the centre point of the frame was tracked. As error value the average accumulated distance between sequential middle points was calculated, as seen in equation 7. The measure averages out standard normal distributed errors. This measure was chosen since in a real world application the movement of a UAV, in order to get the current location, is accumulated as well.

\[ e = \frac{c}{N} \left| \sum (t_{er} - t_{gt}) \right| \]  

In equation 7, \( N \) is the number flow estimations, \( t_{er} \) is the estimated translation, \( t_{gt} \) is the ground truth translation and \( c \) is the cropping factor.

### 4 Results

This section describes the results and gives an interpretation. First the results for the CPU-time comparison are given followed by the quality comparison results.

#### 4.1 Computation time comparison

The results of the computation time algorithm are displayed in Figure 5. The results for Block Matching with a smaller binning size than four were left out, since these computation times were a magnitude higher than applicable in the field. The Shi-Tomansi algorithm was added individually to the graph instead of summing the algorithm together with Lucas-Kanade, since the Shi-Tomansi does not have to be used each iteration when applying Lucas-Kanade. It only has to be used when (too many) current good features move out of frame.

The graph shows that the Lucas-Kanade and Farnebäck algorithm outperform simple Block Matching in terms of execution time. The distinction between Lucas-Kanade and Farnebäck is harder to make because of the logarithmic scaling. Table 3 shows the original timings. From this table the differences in computation times are clearly distinguishable. Farnebäck is faster when binning with atleast a factor of 2 is applied.

<table>
<thead>
<tr>
<th>binning factor</th>
<th>computation time in milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>384.8</td>
</tr>
<tr>
<td>2</td>
<td>53.0</td>
</tr>
<tr>
<td>4</td>
<td>12.3</td>
</tr>
<tr>
<td>8</td>
<td>3.1</td>
</tr>
<tr>
<td>16</td>
<td>0.7</td>
</tr>
</tbody>
</table>

#### 4.2 Quality comparison

The results of the quality comparison are presented in table 4.

For the dotted floor and carpet data sets the findHomography() function was used instead of estimateRigidTransform(). The resulting flow for these sets were sometimes too far off for estimateRigidTransform(). This occurred specifically for the Lucas-Kanade algorithm and the Block Matching algorithm. Figure 6 shows one of these situations.

All tested algorithms perform reasonably well on the natural grass data set. The errors are reasonably small, since the real average Euclidean flow distance of the grass set is 16.0 pixels. Figure 7 visualizes the detected movement of the algorithms. The 8 x 8 binning measurements were used to draw the image.

The rotation of the ground truth was used. Further analysis of the results show that rotations are not properly detected, as seen in Figure 8. As soon as a rotation is introduced, the rotational error drastically increases, considering the simulator rotates with 3 degrees per frame, when it rotates. Accumulating the rotation would lead to wrong flight paths. This error is introduced by the functions that estimate the global image transformation. In an real world UAV application a magnetometer can be used.

The dotted floor proved to be harder to detect for all algorithms. Farnebäck and Lucas-Kanade still perform reasonably well with a binning of 4 and 8, considering the real average Euclidean flow distance is 16.0. The poor performance of Block Matching can be explained, because most of the dotted floor surface pixels have (near) the same brightness value. Since Block Matching only searches locally, the algorithm will often assign a wrong flow vector.

The Lucas-Kanade algorithm and Farnebäck’s algorithm fail when a 16 x 16 binning is applied. Running the Shi-Tomansi separately showed that, without binning, the dots were detected as corners.
5 CONCLUSION AND DISCUSSION

This paper shows that choosing between optical flow algorithms for UAV position change measurement can lead to a decrease of CPU-time usage. The more sophisticated algorithms: Lucas-Kanade and Farnebäck are significantly faster than Block Matching, especially for larger picture sizes.

Experiment results show that the algorithm’s flow recognition quality differ per surface. Also the best algorithm differs per data set and binning factor. Choosing between algorithms can therewith increase optical flow estimation quality. The best optimal flow quality can be obtained by switching between algorithms for different undergrounds.

There is no overall winning algorithm, although in general the Farnebäck method performs best. An surprising result is that the recognition quality does not always degrade by using a higher binning factor. This is particularity interesting because higher binning factors can lead lower CPU-time usage.

During the research a testing framework was developed, which allows fast comparisons between the different optical flow algorithms. Also new data sets for new floor surfaces can be easily generated. The framework can easily be extended in order to test new optical flow algorithms and is therefore also useful for further research.

Due to the low number of examined surface types, the finding that Farnebäck’s method performs best cannot directly be generalized to all surface types. Also the simulator did not incorporate scaling. Different height settings may lead to different results.

The compared algorithms were only tested to a certain extent but considering the amount of parameters, performance of in particular Gunnar Farnebäck’s algorithm and the Lucas-Kanade algorithm can be further optimized. Also only one feature detection algorithm was used for Lucas-Kanade.

Table 4: Quality measurements of the algorithms on the different floors. For (R), transformation is calculated with \texttt{estimateRigidTransform()} and for (H), transformation is calculated with \texttt{findHomography()}. 

<table>
<thead>
<tr>
<th></th>
<th>binning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 x 4</td>
</tr>
<tr>
<td>grass</td>
<td></td>
</tr>
<tr>
<td>Block Matching (R)</td>
<td>0.65</td>
</tr>
<tr>
<td>Lucas-Kanade (R)</td>
<td>0.17</td>
</tr>
<tr>
<td>Farnebäck (R)</td>
<td>0.17</td>
</tr>
<tr>
<td>dotted floor</td>
<td></td>
</tr>
<tr>
<td>Block Matching (H)</td>
<td>5.41</td>
</tr>
<tr>
<td>Lucas-Kanade (H)</td>
<td>0.31</td>
</tr>
<tr>
<td>Farnebäck (H)</td>
<td>0.75</td>
</tr>
<tr>
<td>Farnebäck (R)</td>
<td>0.40</td>
</tr>
<tr>
<td>carpet</td>
<td></td>
</tr>
<tr>
<td>Block Matching (H)</td>
<td>0.17</td>
</tr>
<tr>
<td>Lucas-Kanade (H)</td>
<td>0.21</td>
</tr>
<tr>
<td>Farnebäck (H)</td>
<td>0.49</td>
</tr>
<tr>
<td>Farnebäck (R)</td>
<td>0.27</td>
</tr>
</tbody>
</table>
This research was partially funded by optical flow can be improved. Further research is necessary to see if rotation estimation field is disturbed by the environment, values from a magnetometer are tended to support full affine transformations instead of only similarity transformations. More data sets can be generated and tested to be able to further generalize the results of the experiments.

The results show that the used transformation estimation functions were not able to detect rotations correctly. A magnetometer can be used as an alternative, however, in situations where the earths magnetic field is disturbed by the environment, values from a magnetometer are not reliable. Further research is necessary to see if rotation estimation from optical flow can be improved.

6 Future Work

The presented research only compared three algorithms. More algorithms can be taken into consideration. Since the developed framework is designed to be extended, new algorithms can be tested, in a short amount of time. Other interesting algorithms might for instance be simple flow [12] and the Horn-Schunck method [6].

The application that takes frames out of a big picture can be extended to support full affine transformations instead of only similarity transformations. More data sets can be generated and tested to be able to further generalize the results of the experiments.
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